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Abstract

Spoken corpora of the future will be annotated at multiple levels of linguistic organization largely through automatic methods using a combination of sophisticated signal processing, statistical classifiers and expert knowledge. It is important that annotation tools be adaptable to a wide range of languages and speaking styles, as well as readily accessible to the speech research and technology communities around the world. This latter objective is of particular importance for minority languages, which are less likely to foster development of sophisticated speech technology without such universal access.

1. The Vision

Sometime in the (hopefully, not-too-distant) future there will exist annotated corpora of spoken material for most of the principal and leading minority languages of the world. Such corpora will be used by speech technologists and scientists alike, and will come to embody much of what is known about a particular language in terms of its linguistic properties, particularly at the phonetic, prosodic and lexical levels. Speech technologists will use such materials for training automatic speech recognition systems and developing realistic-sounding synthesis. Foreign-language instructors will use such corpora for improving the fluency and pronunciation of their students, while speech pathologists will help patients improve their articulation using such materials. The hearing impaired will benefit as well, as auditory prostheses will be tuned for specific languages and listening environments. Linguistics and speech science pedagogy will change dramatically (and for the better).

This is a vision for the future. What will it take to ensure this vision comes to light? And what is being done currently to accomplish such objectives?

2. Spoken Corpora – Past and Present

Linguistic corpora have traditionally been annotated almost exclusively in words. When the Linguistic Data Consortium (LDC) [33], European Language Resources Association (ELRA) [15] or comparable institution releases a corpus, the annotation generally contains a word transcript along with conversation break points (a.k.a. “turns”) and some information about the speakers involved (e.g., age, gender, dialect). Unless the material consists exclusively of read text (e.g., the Wall Street Journal corpus) a word-level transcription has to be prepared, usually by highly trained (but poorly paid) individuals who toil hour after hour deciphering words contained in the recordings. In addition to words, many contemporary corpora also include non-speech sounds such as laughing, coughing and hissing, as well as signals of non-human origin, such as door slams, fan noise and the like. A recent trend has been to automatically annotate the Kiel Corpus of Read Speech and the Kiel Corpus of Spontaneous Speech from Kiel University [25]. Both of these corpora are annotated at the word and phonetic-segment level.

Over the past five years major efforts have been launched for languages other than English and German. The Spoken Dutch Corpus (SDC) contains ca. 1,000 hours of Dutch (Netherlands) and Flemish (Belgium) [7]. Some of the material is annotated at the broad phonetic and prosodic (syllable prominence) level [6][7][12]. A separate effort has been launched for Swedish [1], including the use of video to capture the visual component of speaking. The other principal effort has been made for Japanese – The Corpus of Spontaneous Japanese (CSI) comprises about 700 hours of material, mostly monologues of lecture presentations and news commentaries [35]. About 45 hours of this material has been manually transcribed and annotated at the phonetic and prosodic (ToBI) levels [26]. The remainder has been labeled at the lexical and morphological level.
levels, with automatic POS tagging. A portion of the phonetic labeling was performed manually, with the remainder automatically generated using Viterbi alignment methods [26].

Although the current spoken-corpus projects will undoubtedly provide invaluable material for speech technology and science, they do not, in and of themselves, address the general issue of widespread (and affordable) annotation for the world’s languages. That relatively few countries have developed spoken language corpora testifies to the intensive effort and cost such projects entail. Some other strategy is required, one that provides a cost-effective, efficient means with which to annotate spoken language.

3. Phonetic Segment Annotation

Word-level annotation remains the primary objective of spoken corpus development. Traditionally, lexical transcription has been performed entirely by hand, but it is likely that at least some annotation will be performed by automatic methods in the not-too-distant future (albeit with manual verification). One means by which to achieve this objective is via development of speech recognition systems tuned for general deployment. For example, researchers at LIMSI (Paris) have found that a recognition system originally developed for a specific corpus is capable of doing reasonably well on other corpora as long as the basic range of speaking styles and dialects does not differ dramatically [30]. Such systems hold out the prospect of training acoustic models for phonetic classification in a language-independent manner. Although optimal performance still depends on manual tuning of the recognition system [30], portable recognition systems could provide the capability of performing a “first-pass” annotation automatically, with manual validation and correction performed afterwards to insure a high level of accuracy.

With respect to phonetic annotation this hybrid approach has been successfully deployed for a number of years. The ICSI transcription project [19] used the output of automatic alignments from the Johns Hopkins Switchboard automatic recognition system to generate phonetic-segment labels and boundaries, which were then (substantially) altered and adjusted by linguistically trained transcribers. The use of automatic labels saved a significant amount of time. A similar strategy has been used to annotate the phonetic component of the Spoken Dutch Corpus [6][7][12] as well as the Corpus of Spontaneous Japanese [26][35].

It is tempting to conclude from the experience of the ICSI, SDC and CSJ annotation projects that phonetic classification using automatic speech recognition alignment methods could be adapted to perform accurate phonetic labeling and segmentation without recourse to human intervention. However, a quantitative comparison of the labels and segmentation performed by humans and machines for a subset of the SWITCH-BOARD corpus suggests that this objective is unrealistic in the absence of a computational interface between the word transcript and the phonetic labeler/segmenter (see the description of the MAUS system below). In terms of phonetic segmentation the machine-derived alignments deviated from manual segmentation by a mean of 32 ms across five separate recognition sites (the range was between 30 and 38 ms) [21]. The mean concordance between human transcribers for the same material was 8 ms. With respect to phonetic-segment labels, the aligners deviated from the output generated by human transcribers between 25 and 45% of the time (depending on the site and the criteria used for evaluating the accuracy of phonetic labeling). Under the most favorable evaluation conditions, at least one-quarter of the phonetic-segment labels generated by the automatic aligners differed from those annotated by trained human transcribers.

One method for dealing with such problems is to develop a “super aligner” customized to the pronunciation patterns encountered in a specific corpus (or language), as has been successfully applied to spontaneous German corpora by Schiel and colleagues in Munich. From an hour’s worth of material that has been phonetically annotated in detail, it is possible to develop such an aligner incorporating knowledge of pronunciation variation both within and across words [4][5]. Such knowledge can be derived either from an elaborate set of rules or from statistical data [38]. The resulting system, MAUS (Munich Automatic Segmentation System), is capable of providing accurate phonetic labeling and segmentation for material comparable to what it was trained on, as long as a word transcript accompanies the acoustic signal. The concordance between human- and machine-generated labels and segmentation is very high [38], particularly when care is taken to tune the system to the patterns of pronunciation variation observed in the corpus [4][5].

However, a word transcript may not always be feasible to produce due to cost and labor constraints, nor does every site have the resources to develop a MAUS-like system to meet its specific corpus requirements. Under such circumstances, it would be useful to possess a tool capable of performing phonetic classification and segmentation automatically without recourse to a word transcript. This sort of “bottom-up” phonetic classifier would rely exclusively on acoustic properties of the signal (potentially supplemented by video recordings of the visible articulators) to ascertain the identity of phonetic segments and their associated boundaries. Such a system has been developed for spontaneous American English material using sophisticated neural networks trained on a phonetically labeled subset of the corpus (OGI Numbers) [10]. Its performance is as accurate as that of human transcriber. However, the classifier is confined to the phonetic segments contained in the corpus and therefore is not readily extensible to material from other languages (or even to different corpora from the same language).

4. Annotation of Phonetic Primitives

The acoustic-phonetic properties of all languages are grounded in the vocal tract. Elementary articulatory features (AFs), such as voicing, place and manner of articulation, apply to each and every language. How such features are phonetically realized and combine with other AFs vary from language to language, but the basic building blocks appear to be universal [24]. Rather than annotate a corpus in terms of phonetic segments, it is possible (in principal) to label the material at the AF level, in the hope that this form of annotation can be used more flexibly than one based exclusively on phones.

One advantage of AFs relative to phones is the smaller number of features per dimension. Although there are generally between 40 and 60 phones in a language, most AF dimensions contain only 2 to 6 features. Thus, AFs may provide a more tractable representation for machine classification, particularly under conditions of background noise (e.g., [28]).

Another potential advantage of AFs is their cross-linguistic potential. Wester and colleagues trained an AF classifier on an American English corpus (TIMIT) and used the system to classify AFs in Dutch [42]. Voicing and manner of articulation were both recognized nearly as well for Dutch as for English, but place of articulation did not transfer nearly as well [42]. This latter result raises the possibility that certain AF dimensions are realized similarly across languages, while others may be language specific and therefore require fine-tuning of the machine classifiers.

AFs may also be of utility for automatic annotation by virtue of their relation to such prosodic properties as syllable prominence and phrasal juncture. For example, voicing is con-
trolled largely at the syllabic level and interacts with prosodic prominence with respect to its temporal dispersion within and across syllables and their phonetic constituents [20]. Place- and manner-of-articulation features, as well as certain vocalic parameters, also appear to be sensitive to prominence [23] and are likely to provide a more parsimonious framework for phonetic description than conventional phone-based systems.

The articulatory feature approach has been applied to both ASR and phonetic classification by a number of different groups – in English [11][13][14][27][34], German [28] and Dutch [42], and is likely to be used prominently in the future.

5. Automatic Segmentation of the Speech Signal

A principal issue that all acoustic classifiers must contend with is segmentation. Is a particular frame of speech the beginning of Word Y or the end of Word X (or somewhere in between)? Segmentation is sufficiently challenging from the technical perspective that current-generation ASR systems largely dis- pense with the problem via the use of hidden Markov models – a recognition system does not really “know” where it is in the speech stream, only that certain words are likely to proceed or follow the current point in time. This lexic-centric approach to recognition presents certain hazards when applied to pho- netic characterization of speech because the articulatory realiza- tion of an utterance may transcend the concept of the “word” (see [32] for an example in Chinese). There is so much more to speaking than a mere sequence of words – the tone of voice, its emotional content, subtle nuances contained in the prosody, along with the visual information “invisible” to the audio recording.

Humans are far superior to machines with respect to seg- mentation of speech – at least at the syllabic level. Listeners quickly and accurately enumerate the number of syllables in a word or phrase, and can usually tell whether a syllable is “weak” or “strong” relative to its neighbors. Trained listeners can also tell how many phonetic constituents are contained in a word or syllable, though not always as accurately as they can specify syllables. Such knowledge, if provided to an automatic system, has the potential for significantly improving classification perfor- mance (e.g., [9][29]).

A number of different approaches have been taken to per- form syllable segmentation automatically. It is possible to train neural networks to classify each frame of speech with respect to syllable onset, nucleus and coda components [39]. It is also possible to adopt a more principled signal-processing approach, as has been taken by Shire [44] or by Murthy and colleagues [36]. In each instance, approximately 90% of the syllables are currently segmented within a 40-ms tolerance window. A different strategy is to exploit knowledge of syllable structure, in concert with manner-of-articulation classifiers. Virtually all syllables possess a vocalic nucleus, and therefore it is possible to delineate syllables by virtue of their nuclei. This “vowel-spotting” technique has been applied to TIMIT sentences [40] as well as to SWITCHBOARD [9]. Segmentation at the syllabic level can be used, in concert with other AF classifiers (particularly manner of articulation), to delineate the phonetic constituents within a syllable with reasonable accu- racy (as has been done for a portion of the SWITCHBOARD corpus [9]).

6. Prosodic Annotation of Spoken Corpora

Much of the phonetic, lexical, pragmatic and emotional con- tent of speech is heavily influenced by its prosodic properties. In a recent study it has been shown that the identity and dura- tion of phonetic segments in spontaneous English is highly correlated with syllable prominence [22][23], and it is likely that prosody impacts the phonetic characteristics of other lan- guages as well. For such reasons it is important to annotate spoken corpora in terms of prosody, not just phonetics. A sig- nal-driven syllable-prominence labeler (AutoSAL) has been developed to label spontaneous American English material. AutoSAL uses purely acoustic properties, such as vocalic dura- tion, normalized energy and spectrum, to label syllable promi- nence in a manner comparable to that of a trained human transcriber [22].

Annotation at the supra-syllabic level (e.g., the phrase) is also important for capturing important information in the speech signal. ToBI is the most popular annotation system for capturing such detail, though it is unclear whether this classification system, which emphasizes pitch contours across and within syllables, is the optimum means of characterizing a lan- guage’s prosodic patterns [43] except in instances where the language is explicitly tonal, such as Mandarin Chinese [32]. Its primary utility in non-tonal languages appears to be in demarcating phrasal boundaries [43]. A potentially more promising approach is to infer those portions of the acoustic signal consis- tently associated with specific prosodic events [16].

7. Automatic Annotation – Future Prospects

Spoken corpora of the future will be largely annotated through automatic methods, using a combination of sophisticated sig- nal processing, statistical classifiers, and expert knowledge. It is important that such annotation tools be adaptable to a wide range of languages and speaking styles, as well as readily accessible to the speech research community around the world. Annotation at a fine-grained acoustic-phonetic level within a relatively theory-neutral framework (based on articulatory- acoustic features [8][20] or formant tracks [3]), that is melded to higher levels of linguistic annotation pertaining to prosody, emotion, and visual components of the speech signal, is most likely to provide the variety of empirical resources required to advance the state of speech technology and science.
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